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ABSTRACT

This paper proposes methods for lossless compression of
depth images, where the intermediate stage of image seg-
mentation produces a minimum description length (MDL)
segmentation, which is realized so that the overall descrip-
tion of the regions obtained and of the residuals obtained
over each region is minimized. The existing methods for
image segmentation based on minimum description length
normally consider prediction over the regions by using
planar or second order models. Differently, in here non-
linear prediction is utilized in each region, making it pos-
sible to achieve compression ratios much better than the
current standards for lossless compression. The standard
lossless compression methods, which were designed for
natural images, prove to not be the most effective way
to encode depth images, because depth images are more
redundant and have different regularities than natural im-
ages. The newly proposed technique reduces the size of
the compressed files in average to 55% of the standard
JPEG-LS for a wide range of depth image material.

1. BACKGROUND TO MDL SEGMENTATION

Finding the segmentation of an image based on the mini-
mum description length was first considered in [2], where
the optimization of the MDL criterion was done through
a costly continuation method. A much faster and more in-
tuitive optimization process was introduced later by using
region merging segmentation driven by MDL criteria in
[1][3], where multichannel images were also considered.
The lossless description of the image is realized by encod-
ing four items: 1) the contours of the regions which make
up the segmentation description; 2) the parameters of the
polynomial models over each region; 3) the parameters
of one multivariate (in the case of multichannel image)
Gaussian model for the residuals over each region; and 4)
the residuals over each region, encoded based on the sta-
tistical models specified at item 3). This representation of
the image has the significance of decomposing the origi-
nal image in a cartoon like image where each region has a
given color, plus a residual image, which will include tex-
ture and random noise as well. The fact that the residual
image is modeled over each region only as a multivari-
ate Gaussian will leave unexploited a lot of redundancies
present in regular textures or other local regularities in-
side regions, and as a result the overall compression of

the above scheme is inferior to most lossless compression
schemes. A similar approach was recently used for the
lossy compression of depth images in [4]. We present in
this paper a different scheme, where the modeling of the
regions is done by more efficient predictive tools and as
a consequence the compression obtained with our scheme
is competitive and even exceeding by a large margin the
performance of the best lossless coders. At a conceptual
level, finding the segmentation which minimizes the de-
scription length in our scheme is really the minimum de-
scription length segmentation of the dept image. In the
following we give a brief account of the algorithmic so-
lutions involved and for a detailed description we refer to
[5].

2. A NEW METHOD FOR MDL SEGMENTATION

We start by defining the costs for each region. A region
is defined by the set Ω of pixel coordinates (x, y) which
belong to that region. The image graylevel at pixel (x, y)
is I(x, y) ∈ {0, 2B − 1}, where the number of depth-
planes is usually B = 8. We want to predict the depth
I(xt, yt) at a current pixel (xt, yt) by using the values
I(xi, yi) at the pixels (xi, yi) from a causal neighborhood
N (xt, yt) of the pixel (xt, yt). We note that this pre-
dictive principle is used in all competitive lossless image
compression schemes. The shape and size of the neigh-
borhood selected in different compression schemes varies
quite much, the most simple shapes being those including
only the west, north, north-west pixels. Here we adopt two
scanning orders for the pixels in a neighborhood: horizon-
tal, i.e. along the rows of the image, or vertical, i.e. along
the columns of the image, and use over each region that
scanning which gives the best results. The causal neigh-
borhood for the horizontal scanning will have four pix-
els: W,NW,N, and NE, while the neighbors for the vertical
scanning will be: W,NW,N, and SW.

2.1. Prediction

We want to define a suitable segmentation of the image,
where any region Ω contains pixels with identical, or sim-
ilar graylevel values, and the pixels outside Ω may have
very different graylevel values. However a region may
contain also pixels having the property that their values
are well predictable using a given prediction method and
a given prediction mask, while the pixels outside the re-



gion are not anymore predictable. For this reason, the
causal neighborhood N (xt, yt) is restricted only to pix-
els belonging to Ω, and all pixels from outside Ω are ex-
cluded. Close to the borders of the regions, the neighbor-
hoodN (xt, yt) will not have exactly 4 pixels, it may have
3,2 ,or 1, or even zero pixels. We need to define a suit-
able predictor function and we consider here Î(xt, yt) =
median{I(xi, yi)|(xi, yi) ∈ N (xt, yt) ∩ Ω}, having the
support with a varying number of pixels. The pixels hav-
ing the intersection N (xt, yt) ∩ Ω empty are collected in
a set ∆ and we use for them the prediction Î(xt, yt) =
mean{I(xi, yi)|(xi, yi) ∈ ∆}which is encoded and trans-
mitted for each region as a header.

2.2. Encoding of prediction residuals

We fix a scanning order of the pixels in the region Ω hav-
ing N pixels, and denote by (xt, yt) the coordinates at
location t in the region, with t = 1, . . . , N . We define
the residuals ε(xt, yt) = I(xt, yt) − Î(xt, yt) for all pix-
els (xt, yt) ∈ Ω and denote the minimum and maximum
residuals by m and M . Both m and M will be encoded
before encoding the region, with m encoded uniformly
in {−2B + 1, 2B − 1}, and ms = M − m encoded af-
ter that uniformly in {0, 2B − m − 1}. Since m and M
will be available also at decoder, we are going to encode
ε(xt, yt) = ε(xt, yt)−m ∈ {0,M−m}. In casem = M
there is no need to encode the residual, for all pixels in the
region we have I(xt, yt) = m = M .

In the case m 6= M we need to encode the residu-
als ε(xt, yt), which will be done by using the adaptive
distribution collected while encoding the residuals, in the
agreed scanning order. Let denote the counts nt(i), i =
0, . . . ,M −m, which tell how many times ε(xj , yj) was
equal to i for all j ≤ t. The distribution of the residu-
als is tracked and used adaptively, so that at the current
pixel (xt, yt)) both encoder and decoder have available
the set of counts nt−1(i), i = 0, . . . ,M − m, which tell
the frequency of the symbols observed up to and includ-
ing t − 1’th pixel. We can thus encode ε(xt, yt) using
Lt = − log2(nt−1(ε(xt, yt))/

∑
i nt−1(i)). The overall

codelength will add all such elementary codelengths over
one region.

2.3. Encoding of region contours

The overall segmentation is formed of the contours sepa-
rating the regions. There are a number of strategies for en-
coding these contours and their starting points. The order
in which boundaries are transmitted will affect the number
of starting points (which we also call anchors) and of end-
ing points. We tested a number of heuristics and choose
the one offering the lowest cost. We encode the vertex
chains using the 3OT chain-code representation encoded
with adaptive-order Markov models [6].

2.4. The overall segmentation method

With the costs as defined above, a MDL segmentation can
be obtained by starting from an initial over-segmentation

obtained e.g. as in [3] and then performing a very labo-
rious sequential merging process, where two neighbor re-
gions are merged if the overall code-length is better after
merging. In order to accelerate the segmentation process
we found a much faster procedure, probably suboptimal
but still extremely efficient, summarized in the follow-
ing: take as initial over-segmentation of the image the split
into regions depending on a variable called Threshold, de-
fined as follows. A pixel will belong to a given region
if the absolute value of the difference between the pixel
depth and the depth of one of its 4-connectivity neigh-
bors is smaller than Threshold. At the first step we find
the regions with Threshold =1 (they are constant regions)
and keep the regions which are large enough as they are
(no further merging is attempted). The smaller regions
are collected together and a new split process takes place,
allowing this time more variability inside regions, by in-
creasing the Threshold to 2. Again, the regions which are
large enough are kept unchanged. The process continues
with Thresholds 3 and 4, and only the remaining small re-
gions are checked if their merging produces improvements
in the overall codelength. Finally, the encoding of remain-
ing very small regions of up to 4 pixels is performed in a
number of specific ways. The detailed processing is il-
lustrated in Figure 5 and we send for details to [5]. The
overall encoding strategy is summarized in Figure 1.

2.5. Experimental results

We illustrate the segmentation algorithm by the segmenta-
tion in Figure 4 for the depth image presented in Figure 3
(for completeness we also show the corresponding color
image in Figure 2). The resulting MDL segmentation re-
lies on more regions than a human will tend to associate to
the image if he would intend to get only a sketchy cartoon
of the image. However, the complete lossless representa-
tion of the image require such an over-segmented image in
order to obtain really a minimum description of the whole
depth image.

For illustrating the lossless compression performance
we present results for a set of images from [8]. The com-
parison with the standard JPEG-LS [7] compressor (us-
ing the implementation provided in [9]) and with the PNG
compressor (PNG being the format normally used for stor-
ing depth image in the public databases) is illustrated in
Table 1, where compression factor (CF) is defined as com-
pressed size over initial size, showing a very good perfor-
mance of our encoder. All results are double checked for
perfect reconstruction of the original file after decoding.

More comparisons in [5] for about 200 frames of two
depth image sequences show that indeed the lossless com-
pression performance of the presented scheme overpasses
significantly that of commonly used standard lossless im-
age compression methods.
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Figure 1: The encoding strategy for depth image compression.
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Figure 2: Reindeer: color image.

Figure 3: Reindeer: depth image.

Figure 4: Segmentation of image Reindeer

Figure 5: Image segmentation diagram.


